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= observed response at point i 

= estimated response (prediction) 
at point i. Don’t use yi to 
help estimate response. 

Weight given to 
nearby data as function 
of distance from xi 
(Gaussian kernel) 

Fitted line is a series of 
points, not an equation. 
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Symbols

local mean 

local linear 

linear 

Model Forms

fits a line for 
each point 

fits mean for 
each point 

 Observations, Estimates, and Residuals

Basics of Nonparametric Regression 
with leave-one-out cross validation 

 
 

Model Fit. Data point i excluded when estimating iŷ
(leave-one-out cross validation).  
Quantitative response: xR2 
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1.0 = perfect fit         0.0 = no relationship 
< 0 = model is worse than using iŷ overall mean for all iy  
 
Binary response:  logB = log likelihood ratio  
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logB = 0 = fitted model no better than naive model 
logB > 0 = better than naive model; open ended 
logB < 0 = worse than naive model 
drop in deviance = χ2 = 4.605 logB 
aveB = B/n = 10(logB)/n = ave. contribution of sample unit to 

likelihood ratio (measure of fit independent of sample size) 
aveB = 1.0 = no better than naive model 
aveB < 1 = worse than naive model 
aveB = 1.2 = each sample unit contributes an average of 20% 

improvement in likelihood of fitted model over naive model. 

Sensitivity Analysis. Relative importance of particular predictors in 
the model.  Nudges up and down the observed values for individual 
variables, and measures the resulting changes in estimates of the 
response for each data point. 

predictorin  range/ predictor in  difference
responsein  range / responsein  differencemean  =ySensitivit  

Sensitivity = 1.0 means that a 10% change in the predictor would, on 
average, produce a 10% change in the response. 

Sensitivity = 0.0 means no change in the response. 

Local mean NPMR (nonparametric 
multiplicative regression) 
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Neighborhood size 
(sum of weights, amount of 
data used to estimate iŷ ): 
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distance from target point 
-      0     + 

tolerance 
(=bandwidth 
or smoothing 
parameter)weight 

1

0

Gaussian 
kernel

Weights (Kernel Types) 
weights data by proximity to target 

target point in 
predictor space 

predictor 2

0 

1 

predictor 1

Gaussian kernel with 2 predictors  
weight  

Help 
F1 for help 

FAQ and updates: 
HyperNiche.com 

MjM Software 

PO Box 129 

Gleneden Beach, OR 
97388 USA 

mjm@centurytel.net 

v is the target point 

             Tips 

Confidence intervals 
and variability bands: 
use bootstrap resampling 

For other measures of 
fit (AUC, chi-square, 
etc.): use Evaluate 
Selected Model 

To achieve a smoother, 
more continuous 
response curve: increase 
the minimum average 
neighborhood size during 
the model fitting phase. 

distance from target point 
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weight 
1

0

uniform 
kernel


